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ABSTRACT 
 
The relationship between severe winter weather in the United States and global climate indices is investigated using 
data from 1950 to 2002. Winter severity is characterized by accumulated freezing degree-days (AFDD) and dam-
aging freezing rain storms. The first eigenvector of the AFDD anomaly, based on data from 2282 weather stations, 
shows a pattern in which the entire country tends to be either warmer or colder than average, while the second 
eigenvector has opposite deviations in the East and West. The relationship between the first three principal 
component time series and five climate indices, PDO, SOI, PNA, NAO, and Northern Hemisphere temperatures, is 
investigated using step-wise linear regression. This analysis shows that the most important indices for explaining the 
annual variation in AFDD are the NAO and PNA. An estimate of the AFDD anomaly for the winter of 2003 using 
analog years to hindcast the climate indices significantly underestimates the warmth in the West and the cold in the 
Northeast. The annual variation in the area and path of ice storms is only weakly correlated with the NAO. However, 
the averages of the SOI and NAO in winter months with ice storms are closer to zero than their averages in winter 
months without ice storms. This investigation will be extended to other regions of the world to characterize the 
regional AFDD as well as summer temperature patterns and determine their relationships to global climate cycles 

 

DISCLAIMER:  The contents of this report are not to be used for advertising, publication, or promotional purposes.  
Citation of trade names does not constitute an official endorsement or approval of the use of such commercial products.  
All product names and trademarks cited are the property of their respective owners.  The findings of this report are not 
to be construed as an official Department of the Army position unless so designated by other authorized documents. 
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CONVERSION FACTORS, NON-SI TO  
SI UNITS OF MEASUREMENT 

Non-SI units of measurement used in this report can be converted to SI units 
as follows: 

Multiply By To obtain 

degrees Fahrenheit  5/9 degrees Celsius or 
kelvins1 

inches 0.0254 meters 
1   To obtain Celsius (°C) temperature readings from Fahrenheit (°F) readings, use the 
following formula: °C= (5/9)(°F – 32). To obtain kelvin (K) readings, use: K = (5/9)(°F – 
32) + 273.15. 
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Severe Winter Weather in the Continental U.S. and 
Global Climate Cycles 

KATHLEEN F. JONES, JULIE E. FRIDDELL, STEVEN F. DALY, AND  
CARRIE M. VUYOVICH* 

1 INTRODUCTION 

Winters in much of the United States are characterized by low temperatures; 
snow, freezing rain, and ice pellet storms; and ice-covered rivers and lakes. The 
severity of any winter with respect to each of these aspects of winter weather 
varies considerably both from year to year and spatially over the country. This 
variability in severity is reflected in variability in heating costs to homeowners, 
snow-clearing costs to municipalities, transportation costs to businesses, and 
emergency response and management costs to utilities and local, state, and Fed-
eral governments. With the prospect of continued gradual or even abrupt global 
climate change, either natural or anthropogenic, winters may change. In addition 
to changes in mean conditions, global warming is likely to change extreme 
events, with more frequent heat waves, less frequent cold spells, greater intensity 
of mean and peak precipitation, an increased intensity of mid-latitude storms, and 
more intense El Niño-Southern Oscillation events (Folland et al. 2001b). In terms 
of winter weather, other research suggests that, even with global warming, cold 
spells could become more frequent in some regions as climate becomes more ex-
treme overall (Friddell et al. 2003, Shabbar and Bonsal 2003). On the other hand, 
ocean circulation changes could cause abrupt and lasting regional cooling (Pit-
tenger and Gagosian 2003). Because winter weather and climate can have sig-
nificant effects on our society, we have sought to understand extreme winter 
weather and its potential for prediction. 

This report has two goals. The first is to present the variation of winter 
weather in the United States over the last half of the twentieth century, using data 
already compiled at CRREL for other research projects. We have data on snow 
water equivalent, cold weather, ice covers, and freezing rain storms. In Section 2 
and Appendix A, we describe the data and provide maps showing the annual 
                                                      
* These authors contributed equally to the work. 
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variation. Our second goal is to determine the relationships between winter 
weather and global climate patterns. Large-scale climate patterns have somewhat 
predictable and reproducible effects on the weather. Many researchers (recently, 
for example, Huang et al. 1998, McCabe and Dettinger 2001, Rodionov et al. 
2001, Rodionov and Assel 2001) have examined the relationship between these 
climate patterns and aspects of winter weather over a portion of the U.S. McCabe 
and Dettinger (2001) related snow pack in the western U.S. with Pacific Ocean 
climate. Rodionov et al. (2001) related the fraction of ice cover on the Great 
Lakes to modes of large scale atmospheric circulation. Rodionov and Assel 
(2001) examined flow patterns over North America and winter severity in the 
Great Lakes basin. Huang et al. (1998) found that the El Niño-Southern Oscilla-
tion and the North Atlantic Oscillation (NAO) act together to alter storm track 
locations over North America and the North Atlantic. El Niño and NAO, as well 
as several other indices or modes of variability that affect North American cli-
mate, are described in Section 3 with the corresponding index showing the varia-
tion from winter to winter. In Section 4 we quantify our measures of winter se-
verity, temporally and spatially. In Section 5 we relate the temporal variation of 
winter severity to the climate indices and provide forecasts based on both pre-
dicted and possible changes in the climate patterns. Finally, Section 6 is a discus-
sion of our results and the work we have planned for the future.  
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2 SEVERE WINTER WEATHER 

Researchers at the U.S. Army Engineer Research and Development Center, 
Cold Regions Research and Engineering Laboratory (CRREL), study aspects of 
cold weather in many different regions of the world, including the polar regions, 
potential conflict zones, and the United States. The focus of the research in the 
U.S. has typically been in the fields of civil works, including navigable water-
ways, the design of buildings and other structures for wintertime loads, and mili-
tary base operations. For these projects, various research groups have gathered 
data for long periods of record in the continental U.S. and Alaska on 1) snow 
depths or snow water equivalent, or both, 2) accumulated freezing degree-days, 
3) freezing rain storms, and 4) ice jams. The snow data base consists of the 
maximum annual snow depths, or snow water equivalent, depending on the sta-
tion, for 10,050 stations covering the country in a dense array. However, for most 
of the stations for most of the period of record, the year in which each maximum 
occurred was not recorded, so we could not use those data for this study. The 
data for the other three measures of winter severity are described in the following 
sections. 

Annual Maximum Accumulated Freezing Degree-Days (AFDD)  

The value of annual maximum accumulated freezing degree-days recorded at 
a site is a good indicator of the severity of the winter with respect to surface ice 
growth, frost penetration, and other impacts that arise through heat transfer to the 
atmosphere. The AFDD is a monotonically increasing function calculated as the 
sum of the positive difference between freezing and the average daily tempera-
ture for each day of the winter season. (If the average daily temperature is greater 
than freezing, the difference is ignored.) The AFDD on any day of the winter 
season, Un, represents the accumulated difference between freezing and the aver-
age daily temperature for the previous n days. The accumulation process starts 
each fall before the average daily temperature has dropped below freezing.  

( ) ( )n m i m i
0

    for 0
=

= − − >∑
n

i

U T T T T  (1) 

where n = the number of days since the start of the winter season and Tm = the 
ice/water equilibrium temperature (32°F or 0°C). The average daily temperature 
Ti was estimated as the mean of the maximum temperature, Timax, recorded on 
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that day and minimum temperature, Timin. The annual maximum AFDD, Umax, is 
the maximum value that Un attains over the course of the winter. 

To demonstrate the utility of Umax to estimate maximum ice thickness, we 
start with the equation for surface ice growth on water bodies: 

 ( )m s
η

ρλ ρλη
∂ φ

= = −
∂

ik T T
t

 (2) 

where  

 η  =  ice thickness 

 t  =  time 

 φ  =  heat transfer rate per unit area from the ice to the atmosphere 

 ρ   =  ice density  

 λ  =  latent heat 

 ki  =  thermal conductivity of the ice  

 Ts  =  the temperature of the surface of the ice.  

Note that we are explicitly assuming that the ice growth occurs at the bottom sur-
face; that the rate-controlling step is heat conduction through the ice cover; and 
that the temperature profile through the ice is linear. These assumptions are dis-
cussed elsewhere (U.S. Army 2002); in general, they lead to useful and accurate 
estimates of ice thickness. If the surface temperature of the ice is assumed to be at 
the air temperature (a reasonable assumption if the heat transfer is effectively 
controlled by conduction through the ice cover), eq 2 can be solved as 

 ( )
days

i
n m i n

0

2η α
ρλ

t nk T T dt U
=

= − =∫  (3) 

where α varies depending on the physical location of the site of interest. For ex-
ample, α varies from 0.2 for a small sheltered river to 0.8 for a windy lake with 
no snow cover, if AFDD is calculated using degrees Fahrenheit and the ice thick-
ness is in inches (U.S. Army 2002). The maximum ice thickness expected over 
the course of a winter can be found by using Umax in eq 3.  

The annual maximum accumulated freezing degree-days were determined for 
the continental United States, where there is a dense array of weather stations 
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with electronically archived data for a long period of record, using the daily 
maximum and minimum temperatures recorded at first-order National Weather 
Service stations (NOAA 1950–present) and cooperative stations (NOAA 2001). 
The following steps were taken in estimating Umax: 

• The stations that reported data in 2001 and had a record of at least 30 
years were selected from the original pool of 7827 cooperative stations 
and 1496 first-order stations. This provided 257 first-order NWS stations 
and 2025 cooperative stations that were used in the analysis. 

• The average temperature for each day was estimated for the period of re-
cord for each station based on the maximum and minimum air tempera-
tures recorded at that station. If either a maximum or minimum was 
missing, then the average temperature was considered missing for that 
day. 

• The accumulated freezing degree-days were estimated for the period of 
record for each station based on the estimated average daily temperature. 
The AFDD for each station was set to zero on 1 August of each year and 
allowed to accumulate from that point onward.  

• The annual maximum AFDD, Umax, for each station, for each winter was 
then found as the maximum of the AFDD accumulated over the course of 
the winter season. We generally found that the annual maximum AFDD 
was reached in March or April for most of the continental United States. 
If daily average temperature was missing for more than 7 days over the 
course of the winter, Umax was set to missing for the entire winter season. 

• After running the program for all 2282 stations, approximately 18% of 
the annual maximum AFDDs were not calculated between 1949 and 
2001. Each missing value was then interpolated based on the inverse 
distance squared weighted values at the 15 closest stations.  

This analysis provided us with a time series of annual maximum accumulated 
freezing degree-days at 2282 stations. This record is analyzed using empirical 
orthogonal functions (EOF) as discussed in the Empirical Orthogonal Function 
(EOF) Analysis subsection of Section 4. A limited overview is presented here to 
provide familiarity with the results and to set the stage for the climate discussion 
and EOF analysis to follow.  

Accumulation period 

Freezing degree-days accumulate predominantly over the months of Decem-
ber, January, and February (Fig. 1), with approximately 86% of the AFDDs re-
corded during these months. This period can be defined quantitatively as the 
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winter period for the continental U.S. and the specific period of time over which 
the climate indices are averaged for each winter season. 

Geographic distribution 

The average of Umax over the period of record was estimated for each station 
and mapped for the U.S. As might be expected, the geographic distribution of 
Umax is primarily from north to south (Fig. 2), with the largest values occurring in 
the northern part of Upper Midwest in the states of Minnesota and North Dakota.  

 
a. Accumulation of AFDD by month. 
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b. AFDD at Chicago O’Hare airport for the winter of 2000–2001. 

Figure 1. Variation in AFDD. 
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Time series 

The area-weighted average of Umax for all stations for each year was then cal-
culated. The area associated with each station was found by developing Thiessen 
polygons around each station within the borders of the continental U.S. This area 
weighting was done to offset the unequal geographic distribution of meteorologi-
cal stations across the country. In general, there are more stations located in the 
eastern half of the U.S. than the western half. These annual area-weighted aver-
ages form a time series (Fig. 3) that can be used to identify particularly severe 
winters and relatively mild winters over the period of record.  

 
 

0

100

200

300

400

500

600

700

800

900

1000

1950 1960 1970 1980 1990 2000

Year

A
re

a-
W

ei
gh

te
d 

M
ea

n 
M

ax
im

um
 A

FD
D

 
(o F 

D
ay

s)

 
b. Variation of annual mean maximum AFDD from 1950 to 2002. 

Figure 2. AFDD for the continental U.S. 

a. Mean (1950 to 2002) maximum. 
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For example, the winter of 1978 was particularly cold and the winter of 1998 
warm (see Appendix A). References to particular winters are by the year in 
which the winter ends. For example, 1978 refers to the winter beginning in 1977 
and ending in 1978. 

Freezing-rain Storms 

Potentially damaging freezing-rain storms were investigated in newspapers, 
Storm Data (NOAA 1959–present) and its predecessor, Climatological Data, 
National Summary (NOAA 1950–1958), Federal Emergency Management 
Agency (FEMA) mitigation reports, and journal articles. Storms were chosen for 
investigation if the modeled equivalent radial ice thickness (Jones 1996, Jones et 
al. 2002) on a wire perpendicular to the wind direction was about 0.5 in. or more 
at one or more of 490 stations with full-time hourly weather data and daily or, for 
some stations, 6-hourly precipitation data. Damage information was obtained 
from any location with an equivalent radial ice thickness of about 0.25 in. or 
more. For each event the region where the ice storm was severe enough to dam-
age overhead lines (telegraph, phone, electricity, cable television), trees, and 
communication towers was delineated.  

A compilation of ice storm footprints for 1947 to 2003 is shown in Figure 3a. 
Alaska was included in that investigation; however, because damaging ice storms 
appear to occur very rarely there, it is not included in this study. Note that in the 
West damaging ice storms occur primarily in the Pacific Northwest in the Wil-
lamette Valley, Columbia River Gorge, and the mouth of the Fraser Valley. In 
the Southwest freezing rain occurs very rarely, if at all, and the amount of ice that 
forms in the occasional storm is only enough to cause slippery roads. The map 
shows relatively few ice storms along the spine of the Appalachian mountains 
from Tennessee north to New York. While this may be correct, it is also likely 
that freezing rain storms do occur at higher elevations in the mountains but are 
not recorded in weather data or noted in newspaper reports because weather sta-
tions tend to be at airports in the mountain valleys and because of the low popu-
lation density at higher elevations. 

The annual average area of damaging ice storms in each month is shown in 
Figure 3b. The months of December through February account for 77% of the 
storms and 90% occur between December and March. Maps of damaging ice 
storms for each winter from 1950 to 2001 are shown in Appendix A. 
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a. Location. 

 

b. Occurrence of ice storms by month. 

Figure 3. Damaging freezing-rain storms, 1947 to 2003. 

Ice Jams 

Ice on northern rivers can lead to formation of ice jams, defined as “accu-
mulations of fragmented or frazil ice that restrict flow” (IAHR Working Group 
on River Ice Hydraulics 1986). Ice jams can lead to sudden and devastating 
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flooding when they form and they can also cause flooding when they release. Ice 
jams have been the focus of much research (see, for example, Ashton 1986, Bel-
taos 1995) but forecasting ice jam flooding still remains elusive. Ice jams cause 
flood damage and, in extreme cases, loss of life; interference with waterborne 
navigation; reduced hydropower production; channel erosion and damage to 
channel training structures; and impacts on the riparian environment.  

Several types of ice jams are recognized. Freezeup jams are composed pri-
marily of frazil ice, with some fragmented ice included. They occur during early 
winter to midwinter. The floating frazil may slow or stop because of a change in 
water slope from steep to mild, because it reaches an obstruction to movement 
such as a sheet ice cover, or because some other hydraulic occurrence slows the 
movement of the frazil. Low air and water temperatures, fairly steady water and 
ice discharges, and a consolidated top layer of ice characterize freezeup jams. 
Breakup jams happen during periods of thaw, generally in late winter and early 
spring, and are composed primarily of fragmented ice formed by the breakup of 
an ice cover or freezeup jam. The ice cover breakup is usually associated with a 
rapid increase in runoff and corresponding river discharge attributable to a sig-
nificant rainfall event or snowmelt. The broken, fragmented ice pieces move 
downstream until they encounter a strong, intact downstream ice cover, other 
surface obstruction to flow, or other adverse hydraulic conditions, such as a sig-
nificant reduction in water-surface slope. Once they reach such a jam initiation 
point, the fragmented ice pieces stop moving, begin to accumulate, and form a 
jam. The ultimate size of the jam (i.e., its length and thickness) and the severity 
of the resulting flooding depend on the flow conditions, the available ice supply 
from the upstream reaches of the river, and the strength and size of the ice pieces. 
Mid-winter jams are breakup jams that occur during the winter and refreeze into 
place, often providing locations were breakup jams can form later in the winter 
season. 

An on-going ice jam database developed by White and Eames (1999) in-
cludes the date, location (latitude and longitude), river, municipality, type, and 
other information on over 14,000 ice jams and other river ice cover events that 
have occurred in the continental U.S. and Alaska. The locations of the ice jams in 
the continental U.S. are shown in Figure 4a. Historical information on river ice 
jams is limited. The major sources of data were the United States Geological 
Survey (USGS) report series that provides gaging station data collected for a 
study of the magnitude and frequency of floods (e.g., Green 1964); the annual 
USGS Water-Data Reports (e.g., Toppin et al. 1993); and in recent years, Na-
tional Weather Service flood alerts. Additional sources include newspaper and 
historical records, such as town histories and government agency reports, and 
anecdotal reports by local residents obtained from personal interviews. In addi-
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tion, collection efforts were focused on specific regions. These regions include 
New Hampshire (Herrin et al. 2000), Vermont (White 1995), Montana (Eames et 
al. 1998), the Susquehanna River Basin (White 1999a), and within the bounda-
ries of the St. Louis District of the Corps of Engineers (White 1999b).  

 

a. Ice jam and ice cover locations, 1950–2001. 

 

b. Annual variation in the number of ice jams and ice covers. 

Figure 4. Ice jams. 
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The lack of a consistent historical source on ice jams combined with focused 
studies of specific areas has resulted in a record that is not homogenous in time 
or space. The number of ice jams recorded in the ice jam database each year is 
shown in Figure 4b. Although the ice jam type is one of the descriptors included 
in the ice jam database, the majority of entries in the database have been entered 
with “Unknown” type. This usually means that not enough information was 
available on the ice jam event to allow the type of jam to be determined. The data 
prior to 1963 are primarily from the USGS record. The study of the magnitude 
and frequency of floods was ended in about 1965; the large drop in recorded ice 
events after that time is apparent. The regions that were the focus of specific 
studies have, in general, more ice jam events listed in the database than other re-
gions. Unfortunately, this means that the spatial distribution of ice jams does not 
reflect their actual occurrence but rather the vagaries of the data collection effort. 
Thus, the information in the database does not represent the spatial and temporal 
variation of ice jams across the country and cannot be used as a measure of the 
variation in winter severity in the U.S. 
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3 GLOBAL CLIMATE INDICES 

Long-term, interannual- or decadal-scale changes in regional weather pat-
terns are often described in terms of climate indices. A climate index is a meas-
urement through time of one or more meteorological parameters that is under-
stood to be representative of environmental conditions in a particular location. 
These parameters can be air or ocean temperature, atmospheric pressure, pre-
cipitation, humidity, windiness, or other measured variables that express the 
character of local or regional climate. Many indices are useful to a specific group 
of people. For example, measures of the soil moisture levels in the Great Plains 
are useful to farmers and consumers of their products. Other indices have direct 
bearing on the physics of the climate system and help the scientific community 
understand the drivers and mechanisms of global climate, as well as how climate 
is changing over years and decades. Some climate indices are designed to reach a 
pre-defined threshold numerical value, such as plus or minus one standard devia-
tion, when the climate changes enough that most people will notice a difference 
between today’s weather patterns and those of past decades. An example of this 
type of index is the Common Sense Climate Index, which is based on a combi-
nation of several climate indicators, such as heating degree-days and the fre-
quency of intense precipitation (Hansen et al. 1998). Most climate indices are 
calculated as standardized deviates si = (xi – m)/σ of a single meteorological 
variable xi from the average m and standard deviation σ for a base time interval, 
commonly the years 1961–1990, such that the largest deviates represent periods 
of extreme climate. In this study, we have chosen a set of indices commonly used 
in the climate research community to represent climate changes in the U.S. dur-
ing the second half of the 20th century. 

Some Common Climate Indices and Their Methods of Calculation 

There are dozens of indices of climate, but for this study we concentrate only 
on those that provide information on climate changes occurring in the U.S. The 
El Niño-Southern Oscillation Index (SOI) is one of the most familiar climate 
indices to people in the U.S. because of the damaging storms that hit the west 
coast and the Northeast during the strong El Niño event of 1997–98. Although 
other definitions of this index exist, the SOI is traditionally defined as the differ-
ence in sea-level atmospheric pressure (SLP) between Darwin, Australia, and the 
mid-Pacific island of Tahiti (Fig. 5). This index has been recorded for over 100 
years and was originally designed to be a measure of the oceanic and atmos-
pheric conditions in the equatorial Pacific Ocean.  
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Figure 5. Locations for calculation of SOI and NAO difference indices. 
Also shown is the latitude-longitude box over which the six variables 
are averaged for calculation of the MEI (after Wolter and Timlin 1993). 

However, the mechanism that causes changes in the index itself, warmer or 
cooler ocean water near the South American coast resulting from changes in the 
direction of the equatorial Pacific winds, also influences weather patterns in other 
parts of the western hemisphere, including the U.S. Most notably, when the SOI 
is negative and an El Niño event is occurring, the upper U.S. Midwest is anoma-
lously warm and the Southeast is cool, and rainfall in the western U.S. is heavier 
than normal.* During the last strong El Niño event in 1997–98, flowers bloomed 
in California’s Mojave Desert whose seeds had been dormant for decades, and 
the Atlantic hurricane season was one of the quietest on record. Positive SOI, on 
the other hand, is called La Niña, and many of the U.S. weather patterns are op-
posite those of an El Niño event. SOI usually swings from an El Niño state to La 
Niña and back again every 3 to 7 years. An absence of either markedly positive 
or negative SOI during 2003 and 2004 has presented climatologists difficulty in 
forecasting El Niño or La Niña conditions owing to an apparent lack of seasonal 
predictability of this climate phenomenon.  

Another climate index that is becoming more familiar to the general public 
owing to its effect on winter weather in the U.S. is the North Atlantic Oscilla-
tion (NAO). The NAO, a measure of primarily winter conditions in the North 
Atlantic Ocean, is traditionally defined as the SLP difference between the north-
ern North Atlantic low pressure center, usually identified as Iceland, and the mid-
latitude eastern North Atlantic high pressure center, identified as the Azores, Lis-
bon, or Gibraltar (Fig. 5). Positive NAO, as was prevalent in the 1980s and 

                                                      
* http://www.pmel.noaa.gov/tao/elnino/impacts.html 
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1990s, is related to zonal flow across North America and the Atlantic and higher 
than average temperatures across the U.S., especially in the Southeast, because of 
a very fast jet stream carrying warmth from the Pacific to the Atlantic (Hurrell et 
al. 2003). Negative NAO is associated with blocking of the jet stream by high 
pressure over the far northern North Atlantic, usually Greenland. This blocking 
was present during the last two winters (2003 and 2004) and results in harsh 
winter weather and low temperatures in the eastern U.S. and Europe. 

 
Figure 6. NAO and AO eigenvector maps from EOF analysis of 20th century 
Northern Hemisphere atmospheric height anomalies. Contours are repre-
sentative of positive and negative poles in the NAO dipole and the AO tri-
pole such that when atmospheric height is anomalously low over the blue 
areas, it is anomalously high over the orange areas, and vice versa.*  

The NAO index definition is comparable to the SOI definition presented 
above—both are calculated from time series of meteorological data from two lo-
cations. However, climate indices are more commonly calculated from a global 
or hemispheric data set, such as temperature or atmospheric pressure. The NAO 
that we use in this project is derived from an empirical orthogonal function 
(EOF) analysis (see Section 4 for a discussion of EOFs) of Northern Hemisphere 
monthly atmospheric height anomalies (i.e., the altitude of a specified atmos-
pheric pressure at a specified location). The pattern that results (Fig. 6) shows the 
same Iceland-Azores dipole that is captured by the two-station difference (Fig. 
5). However, as the EOF analysis employs data from many additional locations, 
it provides information on the spatial extent of the dipole across the North Atlan-
tic basin and adjacent continents. The indices used in climate studies, including 
SOI, NAO, and most of the others we will discuss below, have a variety of defi-
nitions and methods of calculation. Even with these differences, the various time 

                                                      
* Adapted from http://www.cpc.ncep.noaa.gov/products/precip/CWlink/pna/nao_loading.html and 

http://www.cpc.ncep.noaa.gov/products/precip/CWlink/daily_ao_index/loading.html) 
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series for a particular index tend to be well correlated with each other. For this 
study, we have chosen climate indices from EOF analyses, when they are avail-
able, so that the teleconnection pattern is based on the entire pressure or tem-
perature field, rather than on anomalies at a few selected locations. 

Climate Indices that Impact the U.S. 

Because we are investigating the relationship between global climate and 
winter weather in the continental U.S., we chose indices whose regional influ-
ence includes the U.S. We initially compiled monthly values of six global climate 
indices for the years 1950 to 2001. The indices are reported as standardized devi-
ates from a base time period (usually 1961–1990) and therefore are dimen-
sionless and usually lie between –3 and +3.  

The eastern tropical Pacific Ocean, represented by the two indices SOI* and 
the Multivariate ENSO Index (MEI)† (Wolter and Timlin 1993), influences 
U.S. climate through demonstrated temperature and precipitation teleconnections. 
One of the dominant teleconnections with the tropical SOI is greater precipitation 
in the western and southeastern U.S.during an El Niño event (when SOI is nega-
tive) (e.g., Ropelewski and Halpert 1987). As outlined above, the SOI is the sea-
level pressure difference between Darwin and Tahiti (Fig. 5). The MEI is a more 
complex index: it is a weighted average of the main El Niño features contained in 
the six variables of sea-level pressure, the east-west and north-south components 
of the surface wind, sea surface temperature (SST), surface air temperature, and 
total amount of cloudiness over the equatorial Pacific (Fig. 5).  

The North Atlantic Ocean influences the U.S. primarily through the 
trough/ridge vs. zonal flow pattern of the jet stream and is represented by both 
the NAO‡ and the Arctic Oscillation (AO).§ The AO, which behaves similarly to 
the NAO and is considered by some to be its climatological equivalent, is the 
first eigenvector of the 1000-mbar height anomaly from 20ºN poleward and thus 
represents the dominant pattern of atmospheric pressure variation over most of 
the Northern Hemisphere (Thompson and Wallace 1998) (Fig. 6). Positive NAO 
and AO, as have been seen increasingly during the last half of the 20th century 
(see Fig. 9), are related to net melting of the sea ice in the Arctic Ocean (Roth-
rock et al. 1999, Tucker et al. 2001), and negative NAO is associated with snowy 
winters in the eastern U.S.  

                                                      
* ftp://ftpprd.ncep.noaa.gov/pub/cpc/wd52dg/data/indices/reqsoi.for 
† http://www.cdc.noaa.gov/people/klaus.wolter/MEI/table.html 
‡ http://www.cpc.ncep.noaa.gov/products/precip/CWlink/pna/norm.nao.monthly.b5001.current.ascii 
§ http://www.cpc.ncep.noaa.gov/products/precip/CWlink/daily_ao_index/monthly.ao.index.b50.current.ascii 
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Figure 7. Pacific Decadal Oscillation warm phase (left) and cold phase 
(right) maps. Winter sea surface temperature is colored and wind direc-
tions are represented by arrows (adapted from Mantua et al. 1997; Obtained 
from the University of Washington's Joint Institute for the Study of the 
Atmosphere and Oceans with permission from Nathan Mantua). 

Climatic variations in the north Pacific Ocean, represented by the Pacific 
Decadal Oscillation (PDO)* (Mantua et al. 1997), influence the U.S. climate 
through the mid-latitude westerlies. The PDO is defined as the dominant mode of 
variability of North Pacific monthly sea surface temperature poleward of 20ºN. 
In general, when the PDO is in its positive (warm) phase (Fig. 7), as it was dur-
ing the 1980s and 1990s, the western U.S. has relatively warm and wet winters 
and the southeast U.S. is cool. The PDO switches from dominantly cold phase to 
warm phase (and vice versa) every few decades; thus, forecasting of this unusu-
ally persistent index is being actively investigated. The equatorial Pacific SOI 
and MEI appear to be related to PDO: During the last half century, El Niño 
events were more common during warm PDO phases and less common during 
cool PDO phases (Mantua and Hare 2002).  

The Pacific North American Pattern (PNA) is a quadrupole pattern of at-
mospheric pressure anomalies that connects the Aleutian Islands of the north Pa-
cific with the southeastern U.S. (Fig. 8).† The PNA is derived from the same EOF 
analysis that produces the NAO: the NAO is the first EOF of the 500-mbar at-
mospheric height anomaly, and the PNA is the second EOF of this same global 
data set (CPC, NOAA). Like the NAO and AO, the PNA is related to the 
trough/ridge pattern over the U.S.—when the PNA is positive, the eastern U.S. is 
under a cold trough and the west is dominated by a warm ridge, and the trough 
and ridge are damped for negative PNA. During the winter of 2002–2003, the 

                                                      
* http://jisao.washington.edu/pdo/PDO.latest 
† http://www.cpc.ncep.noaa.gov/products/precip/CWlink/pna/norm.pna.monthly.b5001.current.ascii 
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PNA was quite positive, resulting in a very cold winter for the eastern U.S. (es-
pecially January in the Northeast) and record warmth for the West. The PNA in-
dex has the largest variability during the cold season; thus, the PNA spatial vari-
ability map (Fig. 8) primarily captures characteristics of the winter PNA pattern.  

 

Figure 8. PNA eigenvector map from 
EOF analysis of 20th century North-
ern Hemisphere atmospheric height 
anomalies. Contours are as in Figure 
6.* 

To this set of six regional indices we added the monthly Northern Hemi-
sphere temperature (NHT)† and global temperature anomalies (GT)‡ to directly 
represent global and hemispheric temperature changes over our 50-year study 
period (Folland et al. 2001a). These two data sets are areally weighted, gridded 
monthly averages of surface air temperature from over 3000 land stations and sea 
surface temperature from merchant and naval vessels sailing the world oceans. 
These data are anomalies (oC) from the 1961–1990 base period and demonstrate 
increasing hemispheric and global temperatures over the past two decades. 

Correlation of Climate Indices 

We calculated the linear correlation for each pair of these eight climate indi-
ces to choose five to optimally span the meteorological space of the U.S. We 
eliminated the index in each pair (SOI/MEI, NAO/AO, and NHT/GT) that was 
most highly correlated with the other indices (Table 1). For example, SOI and 

                                                      
* Adapted from http://www.cpc.ncep.noaa.gov/products/precip/CWlink/pna/pna_loading.html 
† http://www.cru.uea.ac.uk/ftpdata/tavenh2v.dat 
‡ http://www.cru.uea.ac.uk/ftpdata/tavegl2v.dat 
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MEI describe the same climate feature, the El Niño system; thus, we chose the 
index of this pair that was least well correlated with all the other indices. The five 
indices we ultimately chose to use, PDO, SOI, NAO, PNA, and NHT (in blue in 
Table 1) provide maximal orthogonality, thus maximal difference, between our 
independent variables. The highest correlation remaining is between PDO and 
PNA, where 0.712 = 50% of the variation in PNA is explained by the variation in 
PDO. As this may represent some overlap between the mechanistic drivers of the 
PNA and the PDO, simultaneous use of these two moderately correlated indices 
does not provide independent information, which we must keep in mind when we 
attempt to develop a relationship between the measures of winter severity and the 
climate indices. 

Table 1. Correlation matrix for the eight climate and temperature indices. 
The five indices chosen for this project are highlighted in blue.  

 PDO SOI MEI NAO AO PNA NHT GT 

PDO 1 –0.38 0.51 –0.13 –0.27 0.71 0.40 0.52 

SOI –0.38 1 –0.90 0.08 0.13 –0.31 –0.16  –
0.26 

MEI 0.51 –0.90 1 –0.02 –0.07 0.42 0.43 0.56 

NAO –0.13 0.08 –0.02 1 0.90 –0.09 0.25 0.23 

AO –0.27 0.13 –0.07 0.90 1 –0.28 0.27 0.25 

PNA 0.71 –0.31 0.42 –0.09 –0.28 1 0.45 0.47 

NHT 0.40 –0.16 0.43 0.25 0.27 0.45 1 0.95 

GT 0.52 –0.26 0.56 0.23 0.25 0.47 0.95 1 

 

The time series for these five climate indices are shown in Figure 9. To com-
pare them with our measures of winter severity, which have one value for each 
winter season, we have averaged each climate index for each winter, defined as 
December, January, and February, in which 86% of Umax accumulates and 77% 
of damaging ice storms occur. Some of the indices begin in 1950, so for that 
winter only the January and February values were averaged for all five indices. 
The Northern Hemisphere temperature index shows a pronounced warming be-
ginning in the 1980s, a feature preceded by the strong positive shift that occurred 
in PDO in the late 1970s. The strong El Niño events of 1982–83 and 1997–98 are 
quite evident as negative excursions in the SOI, as are the extended La Niña con-
ditions from 1999 to 2002. The NAO follows a generally positive trend over the 
entire period of record. The PNA does not demonstrate a distinct trend over the 
50-year record, but this index does contain many of the same year-to-year fea-
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tures of the PDO along with increased variability during the 1970s and 1980s not 
present in the PDO. As mentioned previously, El Niño events appear to be asso-
ciated with warm phases of the PDO. This relationship is reflected in the moder-
ate but significant correlations between PDO and SOI (–0.38) and PDO and MEI 
(0.51) in Table 1. 

 

Figure 9. Time series for winter (December to February) tempera-
ture anomalies and climate indices, 1950–2002. 
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4 PARAMETERIZATION OF SEVERE WINTER WEATHER 

AFDD 

The variation of the areally averaged maximum AFDD for the U.S. was pre-
sented in Figure 2b; however, this method of quantifying Umax does not supply 
any information on its spatial variation. An empirical orthogonal function (EOF) 
analysis of the data would provide temporal variation of the underlying spatial 
patterns. In the next two sections, we examine the teleconnectivity of Umax in the 
U.S., and then quantify it using EOFs. 

Teleconnectivity 

We investigated the spatial behavior of Umax using teleconnectivity and one-
point correlation maps (Wilks 1995). The linear correlation ri,j, and significance 
of that correlation, for every station i with every other station j was calculated. In 
determining the most negative correlation for each station for the teleconnectivity 
map, we required the correlations to be significant at the 90% level. Stations with 
moderately high (0.5 to 0.75) teleconnectivity values Ti 

 i i,jmin=
j

T r  (4) 

 
extend along the west coast, from central California to western Oregon, and in 
the east from New Hampshire to New York and south into the Carolinas (Fig. 
10). Wallace and Gutzler (1980) have found that Ti > 0.75 tends to indicate sig-
nificant teleconnections. Figure 10 shows only spotty occurrences of Ti > 0.75, 
and, in the central U.S., where the teleconnectivity is particularly low, the mini-
mum correlations tend to be positive. To further examine areas with moderate 
teleconnectivity, we mapped one-point correlations for stations in the regions 
with highest teleconnectivity: two in New York (Ithaca and Tupper Lake) and 
two in central California (Independence and Sonora). We used all calculated cor-
relations in these maps, without checking their significance. Figure 11 for the 
New York stations shows the expected region of high positive correlations sur-
rounding the station, with no consistent pattern of high negative correlations in 
any other region. The region of positive correlations >0.25 for Tupper Lake (at 
an elevation of 512 m) extends across the northern tier of states to Montana, with 
negative correlations in California, Oregon, and the central Rocky Mountains 
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(Fig. 11a). However, the region of positive correlations >0.25 for Ithaca (293 m), 
which tends to have warmer winters, is confined more to the east, with negative 
correlations north to south across the western states (Fig. 11b). Figure 12 illus-
trates the correlation of the two California stations with the rest of the country. 
Positive correlations >0.25 extend farther east for Sonora (510 m) than for Inde-
pendence (1204 m), which experiences more frequent winters with subfreezing 
temperatures. There is a small area of relatively high negative correlations for 
Sonora centered in the Carolinas, while the corresponding area for Independence 
covers a much larger region, extending from Alabama into New England.  

 

Figure 10. Teleconnectivity of maximum AFDD. 

This analysis shows that the tendency for cold or warm winters tends to be 
correlated across the country, with a gradual decrease in correlation as the dis-
tance from the station increases. However, as we have seen in Figures 11 and 12, 
even stations that are relatively close together in space can exhibit differences in 
their correlation patterns. These differences probably result from differences in 
station elevation, exposure, nearby topography, etc. Overall, this one-point cor-
relation comparison indicates that there are not naturally defined regions of the 
U.S. that should be independently analyzed. Therefore, in the following we ana-
lyze the country as a whole. 
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a. Tupper Lake. 

 

b. Ithaca. 

Figure 11. One-point correlation maps for New York. 
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a. Sonora. 

 

b. Independence. 

Figure 12. One-point correlation maps for California. 
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Empirical orthogonal function (EOF) analysis 

Empirical orthogonal function (EOF) analysis (see Section 9.3 in Wilks 
[1995] for a good introduction) can be used to find the underlying spatial and 
associated temporal pattern of time-varying data from a set of weather stations. 
The EOF results represent the data by spatially varying, mutually orthogonal ei-
genvectors, each represented by a contour map that is associated with a tempo-
rally varying principal component. Although the original data at N stations are 
reproduced exactly by the complete set of N eigenvectors and principal compo-
nents, in many cases the significant variation in the station values can be repre-
sented using only the first few eigenvectors because of correlation among the 
stations. Thus, the large scale spatial variability in the original data set is often 
shown by the first few eigenvectors, with the less significant, higher order eigen-
vectors representing local variations.  

 

Figure 13. Thiessen polygons for the AFDD stations. 

For this project, we used a Fortran program modified from David Pierce’s 
EOF software* to analyze the Umax data. From the annual Umax at each station, we 
calculated the station averages (contoured in Figure 2) for our 53 year period of 
record. The input to the EOF program is the set of maximum AFDD anomalies, 
the annual maxima minus the mean maximum, at each station for each year. The 

                                                      
* Available at http://meteora.ucsd.edu/~pierce/eof/eofs.html 
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program uses either the covariance or the correlation of the anomalies, specified 
by the user. For this analysis, we used the covariance of the anomalies, which 
results in eigenvectors that tend to align with the stations with the largest vari-
ances. Results from analyzing Umax based on correlation are similar. To account 
for the non-uniform spatial distribution of the U.S. weather stations, the country 
was divided into 2282 Thiessen polygons, one for each weather station (Fig. 13). 
The polygon area is used to weight the contribution of that station in the EOF 
analysis. This weighting results in decreasing the influence of stations that are 
highly correlated only because they are close together. 

Eigenvectors and principal components 

The first, second, and third eigenvectors for AFDD are shown in Figure 14 
with the corresponding principal components in Figure 15. The units on the maps 
are arbitrary; the EOF software normalizes each eigenvector so that its length is 
one. This normalization then affects the scaling of the principal components be-
cause the sum of the product of the principal components and the eigenvectors 
are the station anomalies. The first eigenvector EOF1 (Fig. 14a), explaining 55% 
of the variance in Umax, shows an anomaly pattern that decreases from north to 
south and looks similar to the pattern of the average maximum AFDD in Figure 
2. Thus, the primary mode of variation in AFDD is for winters to be colder or 
warmer than the average over the whole country, with the difference being 
greater in the north-central states than towards the South and the Pacific coast 
and, to a lesser extent, the Atlantic coast. The second eigenvector EOF2 (Fig. 
14b) is a northeast-west dipole and explains 13% of the variance in Umax. It 
appears to represent the trough and ridge pattern that often separates the U.S. into 
eastern and western halves during the winter and is consistent with many of the 
east-west U.S. impact differences noted above for the individual climate indices. 
When the East is under a trough in the winter, it is usually colder than average, 
and the West is correspondingly influenced by warmer than average air under the 
ridge. These patterns, of course, do not last an entire winter, but any particular 
winter may be dominated by an eastern trough-western ridge pattern (or vice 
versa) so that the average AFDDs for that winter show a significant east-west 
variation. The third eigenvector EOF3 (Fig. 14c), explaining 8% of the variance, 
has both north-south and east-west variations, with shorter wavelengths than the 
first and second eigenvectors. There is a high across the middle latitudes with 
maximum amplitude in the Rockies and in the Midwest and Northeast, a slight 
high in the South, a slight low along the west coast, and a pronounced low in the 
north-central states.  
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Figure 15. Covariance principal components for the first 
three eigenvectors of Umax. 

The ability of the first three eigenvectors to represent the annual variation in 
Umax is shown for two notable years, the cold winter of 1978 (Fig. 16) and the 
warm winter of 1998 (Fig. 17). In 1978, in addition to being relatively cold over 
the entire country, it was relatively colder in the East than in the West, especially 
in the Ohio River Valley (U.S. Army 1978). In January 1978, ice jams in the 
Ohio River essentially closed the river to navigation and led to 19 barges and a 
towboat being swept downstream against Markland Lock and Dam, located near 
Cincinnati, Ohio. Figure 16a shows that EOF1 replicates the generally cold con-
ditions quite well. Incorporating EOF2 makes the map better match the warmer 
conditions in the West and the colder conditions in the East, while the small am-
plitude of EOF3 causes little additional change. Similarly, EOF1 in Figure 17 
represents the warm winter in 1998 well. The addition of the second eigenvector, 
with a smaller magnitude and opposite sign from that in 1978, makes the map 
better match the somewhat cooler conditions in the West and warmer conditions 
in the East. The addition of EOF3 with its small negative amplitude in 1998 fur-
ther warms the Northeast. 
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Figure 16. Reconstructions of 
tual Umax for 1977–1978 is in Ap
b. First and second eigenvectors
Umax (°F-day) for the winter of 1978. The ac-
pendix A. 
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Figure 17. Reconstruction of Umax (°F-day) for the winter of 1998. The actual 
Umax for 1997–1998 is in Appendix A. 

c. First, second, and 
third eigenvectors. 

a. First eigenvector. 

b. First and second eigenvectors. 
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To better understand the first two eigenvector patterns, we mapped one-point 
correlations using stations near the eigenvector maximum amplitudes. EOF1 is 
represented by McClusky, North Dakota, and EOF2 by Salina, Pennsylvania, and 
Alta, Wyoming. The North Dakota one-point correlation map (Fig. 18) shows 
positive correlations across almost the entire U.S., with the expected decrease 
with distance, consistent with the pattern of EOF1 (Fig. 14a). The Pennsylvania 
map shows moderate negative correlations with stations in the region from west-
ern Colorado to the west coast (Fig. 19a). The Wyoming map shows slightly 
negative correlations in the east-central U.S. (Fig. 19b). Both these patterns are 
consistent with the EOF2 pattern in Figure 14b. EOF3 explains relatively little of 
the variation in Umax compared to the first two eigenvectors, so we do not expect 
that more complex pattern to be apparent in one-point correlation maps. 

 

Figure 18. One-point correlation map for McClusky, North Dakota, 
corresponding to EOF1. 
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a. Salina, Pennsylvania. 

 

b. Alta, Wyoming. 

Figure 19. One-point correlation maps corresponding to EOF2. 
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Ice Storms 

The footprints of damaging ice storms were delineated using weather data 
from the 460 stations with hourly data shown in Figure 20 to model the accretion 
of ice from freezing rain on overhead wires in the contiguous 48 states and 
neighboring Canadian provinces. Because the conditions (particularly precipita-
tion type, precipitation intensity, and wind speed) in storms that include freezing 
rain tend to vary significantly over short distances, and because the weather sta-
tions are relatively widely spaced, we rely primarily on damage reports rather 
than on model results to characterize the storms. Figure 21 shows, for example, 
the model results and the damage footprint for the severe freezing rain storm in 
early December 2002. For this recent storm, we have model results at many ad-
ditional Automatic Surface Observing System (ASOS) weather stations that be-
gan to be commissioned typically in the late 1990s.  

 

Figure 20. Locations of weather stations with hourly data. 
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Figure 21. Damage footprint of freezing-rain storm of December 2002. For 
stations with freezing rain, equivalent radial ice thicknesses (mm) are 
shown in red at stations in Figure 20, and in black at recently commis-
sioned ASOS stations. A “+” indicates incomplete or erroneous weather 
data that would tend to cause the modeled ice thickness to be underesti-
mated. 

The total damaging ice storm area for each year is shown in Figure 22. The 
ice storm area varies significantly from year to year, with only a few local storms 
in some years and very large damaging storms in other years.  

 

Figure 22. Variation of ice storm area by year. 

Ice storms are different from accumulated freezing degree-days in a number 
of ways: 
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• Ice storms occur in discrete events, while AFDD increases, or remains 
constant, throughout the winter. 

• Ice storms cover discrete regions when they occur, typically with snow, 
rain, or ice pellets falling in surrounding areas, while AFDD varies rela-
tively continuously in space. 

• Ice storms, particularly storms with enough freezing rain to damage trees 
and structures, occur rarely at any location, while the low temperatures 
that contribute to Umax occur relatively frequently over most of the coun-
try in the winter. 

Because of these characteristics of ice storms, empirical orthogonal functions 
are not useful in quantifying the variability of their occurrence. Instead, we have 
chosen to describe each winter by the total area of ice storms and their trajectory, 
compared to the average. The average ice storm trajectory, along with the aver-
age absolute deviation north and south, is shown in Figure 23, superposed on 
contours of the average area affected by ice storms annually. The trajectory and 
deviations from it were calculated from the centroids and areas of the storm foot-
prints in each of 1° longitude strips. In the ith strip 

 

 

Figure 23. Annual average area fraction affected by damaging ice 
storms and average ice storm path. 
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where A(i,j) and y(i,j) are the area and latitude of the centroid of the portion of 
the jth ice storm in the ith 1° strip, and ( )y i and ( )y i∆ are the area weighted lati-
tude and the average absolute deviation of the trajectory.  

The annual ice storm area and standardized deviate of the ice storm trajectory 
are used to characterize each winter’s ice storms, separately in the East and the 
West. For year n, the total ice storm area An and the average standardized deviate 
of the path dn are: 
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Damaging ice storms occur relatively frequently in the East and tend to affect 
large areas. In any year the standardized deviate is about 1 or smaller (Fig. 24, 
top). In contrast, ice storms in the West occur less frequently and typically are 
topographically limited, with intense storms damaging relatively small areas in 
the Columbia River gorge, the Willamette Valley, and the mouth of the Fraser 
Valley. However, the average ice storm trajectory in the West is determined pri-
marily by the infrequent storms that have affected larger areas, with the typical 
local storms deviating significantly from this average (Fig. 24, bottom). We will 
use the ice storm measures in Figure 24 to determine the correlation of damaging 
ice storms with the climate indices. 
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Figure 24. Annual variation of ice storm area and deviation of average path. 
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5 CORRELATION OF WINTER WEATHER WITH CLIMATE 
INDICES 

AFDD 

Correlation 

The correlations between the first three principal components of Umax (Fig. 
15) and the climate indices (Fig. 9) are shown in Table 2. There is no significant 
correlation between Umax and the Southern Oscillation Index; however, one or 
more of the climate indices is moderately associated with each of the first three 
principal components of Umax. 

Table 2. Linear correlation of the principal 
components of Umax and climate indices.  

 AFDD PC1  AFDD PC2 AFDD PC3 

NAO 0.40 –0.27 –0.10 

NHT 0.52 0.08 0.17 

PDO 0.22 0.28 0.55 

PNA 0.47 0.40 0.42 

SOI –0.20 0.14 –0.09 

 
The correlations between AFDD PC1 and NHT, PNA, and NAO are signifi-

cant at the 99% level. These positive correlations indicate that warmer winters in 
the U.S. (i.e., smaller Umax) tend to occur with  

• Warmer weather across the Northern Hemisphere. 
• A positive phase of the PNA, which is associated with cool weather in 

the Southeast and warmth in the Northwest. 
• Positive NAO, which is associated with zonal jet stream flow usually re-

sulting in warmth across the U.S. and anomalously mild and wet winters 
in the East (Hurrell et al. 2003). 

Cooler U.S. winters would likewise be associated with the opposite index 
values: negative NHT, PNA, and NAO. 

The first principal component of Umax is the dominant signal, explaining 55% 
of the variation in maximum AFDD, with the second and third components pro-
viding relatively small corrections, 13 and 8%, respectively. The correlations 



Severe Winter Weather and Global Climate Cycles 39 

 

between AFDD PC2 and PNA, PDO, and NAO are significant at the 95% level. 
These correlations indicate that relatively cooler winters in the Great Lakes and 
Northeast and warmer winters in the West occur with 

• Positive PNA, as discussed above. 
• Positive PDO, which is associated with wet and warm conditions in the 

West (Mantua and Hare 2002). 
• Negative NAO, where a blocking high in Greenland causes buckling of 

the jet stream and allows cold air and storms to spill into the eastern U.S. 
(Hurrell et al. 2003). 

Northeast and Great Lakes warmth and a cool West are accompanied by 
positive NAO and negative PNA and PDO. 

AFDD PC3 is also positively correlated with PDO and PNA at the 99% 
level. The map of EOF3 is more complex than the first two eigenvector maps, 
with warm winters in the north central states occurring with cool winters in the 
central Rockies and in the Midwest and Northeast (Fig. 14). When PDO is posi-
tive, as it was during the 1980s and 1990s, warmth along the U.S. west coast is 
consistent with EOF3. The quadrupole pattern of the PNA, however, produces a 
mode of variability that pairs cooler weather in the Southeast with warmth in the 
inter-mountain West. The contribution of AFDD PC3 to the overall maximum 
AFDD is small, so the relationships between the climate indices and this princi-
pal component provide relatively small corrections to the dominant EOF1 and 
EOF2 pattern.  

Linear regression 

The significant linear correlations between the first three AFDD principal 
components and the climate indices indicate that we may be able to determine the 
AFDD from the climate indices. We investigated this dependence by doing a 
step-wise regression analysis, and found the following relationships: 

 1 1378 7776 3646 3395  
or  1 2398 4420 4356

 2 21 1906 1090 1120
 3 576 1871

AFDD PC NHT NAO PNA
AFDD PC PNA NAO
AFDD PC PNA SOI NAO
AFDD PC PDO

= + + +
= + +
= − + + −
= +

 (6) 

The units of the principal components and coefficients are °F-day, with the 
exception of the coefficient of NHT, which has units °F-day °C–1. In each 
regression equation in eq 6, the climate indices are in order of their importance in 

http://www.atmos.washington.edu/~mantua/REPORTS/PDO/PDO_egec.htm
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explaining the dependent variable. Together, NHT, NAO, and PNA explain 46% 
of the variation in AFDD PC1, with the coefficients of the climate indices having 
the same sign as the correlations in Table 2. In the alternative regression equation 
for AFDD PC1 that excludes NHT, PNA and NAO explain 42% of the variation. 
Thus, the moderate correlations of NHT with PNA and NAO (Table 1) are from 
essentially the same information that causes the moderate correlation of AFDD 
PC1 with PNA and NAO. As PNA and NAO are almost uncorrelated, the second 
regression equation for AFDD PC1 is preferable to the first, even though it 
explains slightly less of the variation in AFDD PC1. PNA, SOI, and NAO 
explain 30% of the variation in AFDD PC2. Note that this regression equation 
includes SOI, even though AFDD PC2 and SOI are not significantly correlated 
(Table 2). This implies that SOI is correlated with the residual of AFDD PC2 
after the effect of PNA is accounted for. Finally, PDO explains 30% of the 
variation in AFDD PC3, consistent with the correlation (0.30 = 0.552) in Table 2. 
These results suggest that, with the regression equations in eq 6 and the three 
EOF eigenvector maps (Fig. 14), we should be able to reconstruct or predict a 
significant component of a winter’s AFDD if we know or can forecast the climate 
indices for that winter. The first three principal components of the maximum 
AFDD are compared to those calculated from eq 6 in Figure 25. 

Freezing Rain Storms 

Correlations 

The correlation between the annual variation of ice storm severity, measured 
by the total area of damaging ice storms and the deviation of the average ice 
storm path from the overall average path, is shown in Table 3 for both the East 
and the West. The values are the Spearman rank-order correlation coefficient rs 
(Press et al. 1986), which we use rather than the linear correlation coefficient be-
cause of the non-Gaussian distribution of ice storm area. None of the correlations 
is high, but a couple are significant. In the East the correlation between the ice 
storm path and the North Atlantic Oscillation is 0.28, significant at the 95% level. 
This correlation is consistent with the association between a positive NAO and 
winter storms crossing the Atlantic on a more northerly track. In the West there is 
a correlation of –0.29 between ice storm area and the NAO, also significant at the 
95% level. This negative correlation indicates an association between the infre-
quent ice storms with large areas in the Pacific Northwest and weaker surface 
westerly winds over the north Atlantic. Note that there is no significant correla-
tion between ice storms and Northern Hemisphere temperatures, indicating that 
the warming observed in the past 20 years is not reflected in the occurrence or 
path of damaging ice storms in the U.S. 
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Figure 25. Comparison of principal components of AFDD 
and those calculated from the climate indices. 

Table 3. Spearman rank-order correlation of ice storm 
severity with climate indices for each winter.  

 
East ice 
storm area 

East path 
std dev 

West ice 
storm area 

West path 
std dev 

NAO 0.16 0.28 –0.29 –0.01 

NHT –0.09 –0.09 –0.19 0.02 

PDO 0.16 0.02 –0.14 –0.02 

PNA –0.08 0.09 –0.20 –0.03 

SOI 0.08 –0.06 0.16 –0.12 

T-tests 

The correlations between damaging ice storms and winter climate indices are 
weak. This may be because ice storms are episodic, occurring only with particu-
larly favorable atmospheric conditions. To try to better capture these episodes, 
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we compared months with ice storms to months without ice storms, using only 
the relatively numerous eastern ice storms. For this comparison, we considered 
the months from December to March, when 90% of ice storms occur, and used 
data from 1950 to 2002. In this period there were 144 months with ice storms and 
68 months without. We found no difference in mean PDO, PNA, and NHT; how-
ever, both NAO and SOI were significantly different at the 95% level. NAO 
tends to be more negative and SOI tends to be more positive in months without 
ice storms than in months with ice storms (Fig. 26).  

 

Figure 26. Comparison of climate 
index means in months with and 
without ice storms. 

Forecasts 

One of the goals of this project is to use the relationships we have found be-
tween climate indices and severe winter weather to provide operational forecasts 
for the upcoming winter. The Army and the Corps of Engineers currently use 
static climatology to predict weeks to months in advance the weather in which 
their personnel will be required to operate. Static climatology is used instead of 
real-time weather information largely because of limited weather data in many 
parts of the world and can result in weather predictions that are very different 
from the actual conditions that occur. We have found that large-scale climate 
systems, whose characteristics are captured by climate indices, can have predict-
able and reproducible effects on winter severity in the U.S. To improve forecast-
ing for the benefit of Army and Corps personnel, we aim to go beyond the use of 
static climatology and incorporate the results of this study into a forecasting 
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method that will allow forecasts of Umax from eq 6 based on forecasts of climate 
indices.  

We have found, however, that operational forecasts of the indices are yet not 
readily available in the climate community. Several groups, including NOAA* 
and the Scripps Institution of Oceanography,† forecast El Niño and SOI; NOAA‡ 
and the British Met Office§ are two of the groups pursuing forecasts of NAO. In 
addition, studies are being made of the predictability of the PDO.** There exists, 
however, no consensus on a preferred forecasting method for these or the other 
indices; thus, we choose to employ another predictive method that uses the 
historical AFDD and climate index data themselves.  

This method is based on the concept of analog years, and we use it to provide 
a test forecast for the winter of 2003. Analog years are the years that are most 
similar to the current year with respect to the independent variables (the climate 
indices). To find the best analog year, we look at evolution of the relevant cli-
mate indices over the summer and fall prior to the winter in question. This re-
quires using the original monthly climate indices. Once the best analogs to the 
year under scrutiny have been identified, the relationships between the climate 
indices and Umax are used to make a forecast. 

For the winter of 2003, the best analog years for the evolution of the climate 
indices from May through September are 1992, 1966, 1953, and 1987. These 
winters all had moderately to strongly negative SOI. Results for the other four 
indices were mixed across the years. PNA was positive and NAO negative for 
three of the four winters, NHT and PDO were near zero for three of these analog 
years, but NHT reached its tenth highest value in 1992 and PDO its highest in 
1987. Based on the regression results in eq 6, the average climate index values 
for these winters result in slightly positive AFDD PC1 and PC3 (1947 and 1271, 
respectively) and neutral PC2 (–211). Neutral PC2 and positive PC1 and PC3 
translate into overall warmth across the northern half of the country, especially 
across the north-central states (from EOF1), with the southern half of the country 
(excluding California and Nevada) and mid-Atlantic being slightly colder than 
average (Fig. 27a). The national maximum AFDD patterns in Appendix A for 
these four years show slightly above average warmth across the entire country 
(with the exception of 1966, which is near average), with the Great Plains being 
the warmest region overall. When we look at actual observations from the winter 
of 2003, we find that our analog years prediction of positive PNA (actual value 
                                                      
* http://www.cpc.ncep.noaa.gov/products/predictions/90day/SSTs/ 
† http://meteora.ucsd.edu/~pierce/elnino/pictures.html 
‡ http://www.cpc.ncep.noaa.gov/products/precip/CWlink/pna/new.nao_index_ensm.html 
§ http://www.metoffice.gov.uk/research/seasonal/regional/nao/index.html 
** Personal communication with M. Newman, CIRES, NOAA, 2004. 
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was +0.71) and negative NAO (actual value was –0.70) and SOI (actual value 
was –0.47) indeed occurred. However, warmth in the West and Plains, under a 
persistent ridge, was accompanied by cold under an eastern trough (Fig. 27c). 
New England was particularly cold, and the West was warm, resulting in a winter 
that was more extreme than the forecast.  

There could be several reasons for the divergence of the observations from 
the forecast. Primarily, because each index is different in the four analog years, 
averaging the index values from the analog winters will skew our forecasts to-
ward the overall average values of the climate indices. This is seen clearly in 
Figure 27a, where the vast majority of the country lies within 100°F-days of zero. 
The reconstruction using the actual index values for winter 2003 (Fig. 27b) pro-
duces the same general pattern of anomalies as the analog years average forecast, 
but it also yields more extreme values that are closer to the observations (Fig. 
27c). Another possible cause for the difference between the forecast and the ob-
servations is the PDO—it was the most positive of the entire 50-year index re-
cord in 2003 (+1.98) and could have contributed to the observed heat in the 
Northwest and cold in the Northeast. We did predict positive PDO for 2003, al-
though of much smaller magnitude (+0.37) than actually occurred. Inclusion of 
this high PDO value in the forecast map (with the other four indices the same as 
in Fig. 27a) results in increased warmth in the north-central states and additional 
cooling in the northeast, but it also cools much of the rest of the southern U.S. 
and the intermountain west, diverging further from the 2003 winter observations. 
The extremely high PDO during the 2003 winter is, therefore, not the reason for 
the differences between the forecast and the observations. Instead, the errors in 
the predicted values of the more influential indices, such as PNA and NAO, are 
the more likely cause. 

Although our 2003 forecast of relatively warm north-central states and near 
average conditions across the rest of the country does not correspond exactly to 
the analog year warmth across the entire U.S. or to the observed significant 
warmth in the West and cold in the East, these results suggest that our forecasting 
method is moderately effective at predicting Umax at the regional scale. Addition-
ally, even though the magnitudes were not the same, the analog years method 
produced index forecasts that were all of the correct sign. More reliable forecasts 
of all five index values (NAO and PNA in particular, as they are the most influ-
ential indices for AFDD PC1 and PC2), whether they are derived from other par-
ties’ index forecasts or from an improved analog years method, are required for 
construction of a forecast that better represents the actual winter cold. To this 
end, we will work in the next phase of our research on obtaining more reliable 
climate index forecasts, either from the available data or from other sources of 
index forecasts.  
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Figure 27. Umax anomalies for 2003 forecast based on average climate indi-
ces for analog years (a), reconstructed from climate indices for winter 2003 
(without NHT) (b), and actual (c) based on data from 257 first-order sta-
tions. 

a. Analog. 

c. Actual. 

b. Reconstructed. 
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6 SUMMARY, DISCUSSION, AND FUTURE WORK  

For this report we analyzed data available at CRREL on various measures of 
severe winter weather. The available snow depth and ice jam data were insuffi-
cient for characterizing their temporal and spatial variation, so this report focuses 
on maximum accumulated freezing degree-days, which determines the thickness 
of ice covers on rivers and lakes, and freezing rain storms that were severe 
enough to damage trees, overhead wires, and communication towers. We ana-
lyzed the spatially and temporally continuous maximum AFDD using empirical 
orthogonal functions and characterized the episodic ice storms by the area of the 
storm footprints and the deviation of those footprints from the mean storm tra-
jectory.  

The dominant Umax anomaly is for the entire country to be warmer or colder 
than the mean winter, with the maximum amplitude in the north-central states. 
That this anomaly pattern provides a physical representation of the AFDD, and is 
not just an artifact of the EOF analysis, is demonstrated by the one-point correla-
tion analysis. Our regression results in eq 6 show that this anomaly is related to 
the PNA and NAO, with meridional flows from a positive PNA and zonal flows 
from a positive NAO associated with warmer than average winters. Positive val-
ues of these indices are also associated, through the second eigenvector, with 
somewhat cooler than average winters in the East and warmer in the West. How-
ever, this secondary anomaly is modified by the SOI. Positive SOI values, which 
are associated with relatively cool waters in the central and eastern tropical Pa-
cific and strong trade winds, enhance the warm conditions in the West and the 
cool East. The PDO, with positive (negative) values occurring with cool (warm) 
waters in the western North Pacific and warm (cool) waters in the eastern North 
Pacific, is associated with warmer (cooler) than average winters in the north-
central states and cooler (warmer) winters from the intermountain region through 
the Great Lakes. However, this tertiary anomaly explains only 8% of the varia-
tion in Umax, compared to 55 and 13% for the first and second eigenvectors. For 
negative PNA and NAO values of comparable magnitude, with zonal flow from a 
negative PNA and meridional flow from a negative NAO, the winter is colder 
than average across the country, with the cold enhanced in the West and dimin-
ished in the East through the second eigenvector. These conditions may be fur-
ther enhanced by a negative SOI, associated with warmer than average water in 
the central and eastern tropical Pacific and weak trade winds. When the PNA and 
PDO values are equal in magnitude but opposite in sign, the overall flow is zonal 
(PNA < 0, NAO > 0), with the West anomalously cold and the East warm, or me-
ridional (PNA > 0, NAO < 0 ), with a warm West and cold East. As described 
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above, these conditions are modified by the SOI, with a negative SOI enhancing 
a cold-warm east-west pattern and a positive SOI enhancing a warm-cold east-
west pattern. While these regression equations explain much of the large-scale 
annual variation of maximum AFDD, they leave a significant portion of the tem-
poral behavior of the principal components of Umax unexplained, particularly for 
the second and third EOFs. This may be because of the constraints inherent in a 
linear regression analysis. Other methods, such as classification and regression 
trees (CART) used by Rodionov et al. (2001), that allow for nonlinear relation-
ships may provide better relationships between Umax and the climate indices. 

From a practical standpoint, the association we found between Umax and the 
climate indices is difficult to use in forecasting AFDD because of the lack of cli-
mate index forecasts. In the long term, as climatologists discover and confirm 
relationships between the ocean-atmosphere system and changes in climate, the 
relationships we have determined between winter weather in the U.S. and climate 
indices should be useful for understanding the driving mechanisms of the climate 
system and their effects on U.S. winter weather. Although they are not available 
now, climate index forecasts, whether from other people’s work or from our con-
tinued study, should allow us to use the relationships we have determined be-
tween these indices and winter weather in the U.S. to relate shifts in the ampli-
tude and phase of the climate indices to the severity of the winter. 

Damaging ice storms are only slightly related to the climate indices, with the 
NAO providing the most information. While the NAO is typically associated 
with conditions in and around the North Atlantic, in its incarnation as the Arctic 
Oscillation, it also has a center of action in the north Pacific. A positive NAO 
(zonal flow) is associated with a more northerly track of damaging ice storms in 
the East, and with the relatively frequent, intense ice storms with small areas in 
the Pacific Northwest. On average, months without ice storms in the east tend to 
have NAO indices that are more negative and SOI indices that are more positive 
than months with ice storms. There is no significant correlation between ice 
storms and NHT, indicating that the warming observed in the past 20 years is not 
reflected in the occurrence or path of damaging ice storms in the U.S.  

The small correlation we found between ice storms and climate indices is 
consistent with recent results for tornadoes. Marzban and Schaefer (2000) found 
that there is a small negative correlation between tornadoes in the northeastern 
U.S. and equatorial Pacific sea surface temperatures, indicating a slight tendency 
for tornadoes to occur in La Niña months. They found no significant correlation 
with equatorial Pacific sea surface temperatures for tornadoes in Tornado Alley 
or the southeastern states. The occurrence and severity of both ice storms and 
tornadoes are likely to be strongly affected by local to mesoscale conditions, with 
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the general circulation patterns having a smaller influence. The low correlations 
of ice storms and tornadoes with climate indices may hold also for other storm 
types, such as blizzards, tropical storms, hailstorms, and thunderstorms. 

We are extending our analysis of Umax to include Alaska and an additional 
3000 foreign stations. Alaskan data are from the same mix of first-order and co-
operative stations that we used for the contiguous 48 states. Data at the foreign 
stations are from NCDC’s Integrated Surface Hourly database. For most foreign 
stations, those data begin in the early 1970s, so we do not have the 50-year pe-
riod of record that is available for the U.S. Furthermore, there are few or no data 
available in many areas (Fig. 28) for a variety of reasons, including low popula-
tion densities and interruptions in data collection because of wars and local con-
flicts. We are attempting to deal with temporal gaps in the data by allowing for 
missing values in calculation of correlations and covariances in the EOF soft-
ware. The spatial gaps are not so readily overcome, and are likely to result in a 
more homogeneous winter temperature pattern than actually exists. 

 

Figure 28. Foreign weather stations. 

Ultimately, we can use this same data set for investigating the spatial and 
temporal structure of other parameters, such as summertime temperatures and 
seasonal rainfall amounts. Determining the relationship between these parameters 
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and climate indices on a continental and global scale will provide us with a better 
indication than we now have of the interrelationships between weather and cli-
mate.  
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